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Given the hypothesis function:

ho(x) = 01x1+. .. +6,x

We would like to minimize the least-squared error cost function:

J(Oo..) = 5= T (e (x®) — Y03

Representing the hypothesis function in matrix form, where 6| and xi are vectors:
ho(x) = 014

Updating the cost function to be in matrix form:

J(0) = 500X — ) (00X — »)

Dropping ﬁ|since we're comparing a derivitive of 0, and rearranging terms:
J©O) = (0X)" = y")(X6 — )

Note: Since (X8 and y) are vectors, we can multiply them in different orders provided the
dimensions are correct.

J(6) = (X0p)TX0 — 2(X0) Ty + Y™

flis what we are solving for, to find a minimum for our cost function J(9)|, we need to take
the derivitives of J| with respect to 4l

Y =2X"X0=2X"y =

or

XTx0 = X7y

Multiply both sides by (X7 X)~!|

0=X"X)"1XTy
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